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Abstract. This paper presents a new feature selection method and &rsdetec-

tion algorithm. The presented method is based on using a geaigtirithm com-

bined with a problem-specific-designed neural network. Tingeedsional reduc-
tion and the outliers detection makes the resulting dataset suitable for training

neural networks. A comparative analysis between differamt kf proposed crite-
ria to select the features is reported. A number of experinhegsalts have been
carried out to demonstrate the usefulness of the presertiedidgele.
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1. Introduction

Feature selection is a well-known problem and has been ylsagdied by the artificial
intelligence community. When we deal with a supervised legrtask (e.g. training a
neural network), this problem consist in selecting a subkigatures from a given set of
labeled fixed-length feature vectors.

Lots of different techniques have been designed and testsdlte this problem.
In [7] the problem is addressed by using the information themd by maximizing
the amount of information that a selected subset of feattwaetains. Cohen et al. [1]
proposed a feature selection scheme (i.e. Principal Fe#&nalysis PFA) based on a
modification of the very popular method of Principal CompaiseAnalysis (PCA) and
applied it to face tracking. In [4] a genetic algorithm is d$e select a subset of features
for performing classification with fuzzy models. All thesestinods are focused on the
data and the application and cannot be generalized easily.
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In this paper we tackle the problem of selecting a subsetatfifes in order to max-
imize the performance of a given neural network by using tiela¢gorithms and neural
networks. In [10] this problem is addressed by using neusdlharks only. Neural net-
works have been widely used over a wide range of differenfiGadpn domains achiev-
ing very good results where other techniques simply faildthough nowadays neural
networks are a very common tool for problem solving, theglesif a neural network is
not an easy task and expert knowledge is usually neededdmabtjood solution. More-
over, when a very well tuned neural network is able, its pemmce can be dramatically
decreased if the data in the training set are not properécssd and precompiled.

If the data set contains elements of a high dimensionalityeleeve that a dimen-
sional reduction can help to reduce the undesired redugdsdrtice data. Thus, the prob-
lem is to select the dimensions which help to obtain a bettefiopmance.

In this article, we focus on the problem of selecting the disiens (i.e. our features)
which cause the neural network to achieve a better resalt,sho find the best set of
dimensions in which to project the data for training anditgsthe neural network. At
the same time, the dimensional reduction obtained can bkedpp several machine
learning approaches (i.e. not only neural networks).

The rest of the article is organized as follows. In section &brief theoretical model
is exposed. In section three our algorithms and methodedogyie presented. In section
four the experimental results are reported. Finally, inisadive the article concludes.

2. Model and Objectives

We have a dataset consisting of a numieof different vectorsP? = {131, 132, o ,P?V}.
Each vecto®; has a fixed number of dimensiofis where each dimension represents a
feature that can be considered as an input variable to almetveork. Thus, a vector is
defined asP; = {f1, f2,..., D}

Each vector®, can be classified in a predefined class. Thus, a protatyge.g. the
centroid) of each class can be computed.

The main objective of our technique is to automatically e number of dimen-
sions in order to minimize the noise and redundancy of thasa#t while maximizing
the neural network performance. Moreover, this techniguebe used to detect the most
relevant dimensions in the dataset, which is a very diffiadk when working with very
high dimensionality data.

3. Methodology

Reducing the noise and redundancy of a dataset can be attgvwe/o different main
ways depending on the type and amount of noise of the datgéussian noise, impul-
sional noise).

If the data are very noisy, we propose the use of an outligesxtien technique. On
the contrary, if the data have been precompiled and are 1}, vee propose to utilize a
dimensionality reduction to achieve the objectives exgasdhe previous section.

Reducing noise and redundancy by selecting the most imgatiaensions is not a
trivial task. We address this problem by using a geneticrétlym to encode the selection



Algorithm 1 Detection of Outliers
1)  function DetectOutliers P) return O, C

2) for all classe€ do

3) for all instances” do
4) if P; € C; then

5) C_;Z = C_;z + f_’;
6) N;=N;+1
7) end if

8) end for

9) C; = C;/N;

10) end for

11) pserted = OrderDecreasingByDistance(P,C)
12) for ¢ in (1. )\) do

13) O Psorted

14) end for

15) end function DetectOutliers

of the dimensions and a neural network to analyze the corestof the selection. In the
next sections we expose our algorithms to perform both tasks

3.1. Outliers Detection

In a set of real data, the existence of outliers is very comnfanoutlier is an elementin
the dataset that is, in average, very different from thersthiehe outliers exist because
of the very nature of the real data. However, they can be dernsil as errors produced
by impulsional noise during the data collection.

When a dataset has an important number of outliers, it is diffio properly train a
neural network because its weights become biased by thkiente. Thus, we propose
a simple algorithm to detect and erase outliers from theséa(&ee Algorithm 1).

The method consists in computing the centrd@itisf each class by applying the next
formula:

a1 N

7=0

whereN; is the number of instances in the cIafsamdP;’ is the instance in the class.
Once all the centroidé’ have been obtained, the distance between each centroid@nd t
elements of its class can be computed. Finally, a numtdrinstances with the highest
distance to their centroids are labeled as outliers.

3.2. Selection of Dimensions with Genetic Algorithms

As we have introduced in the previous sections, the seleciche right dimensions
D’ (i.e. features) of a given problem can improve the succdssachieved by a trained
neural network. To select the most important dimensionsnepgse a method based on
using genetic algorithms as described in [6].



In this section, the basis of our genetic algorithm are eego¥hen, we propose and
analyze two different criteria for fitting the chromosomestie population.

3.2.1. Our Genetic Algorithm

A genetic algorithm is a method for moving from one populatd "chromosomes” to a
new population by using a kind of "natural selection” togettvith the genetics-inspired
operators of crossover, mutation, and inversion. Eachncbsome consists of "genes”,
each gene being an instance of a particular "allele” [8].

A genetic algorithm depends on some parameters: populaizen mutation rate,
crossover rate and so on. Although statistical technigaase used to tune these para-
meters [2], they are typically initialized by using the re@nendations of experts [3][5].

Specifically, our genetic algorithm uses a populatiom®Ehromosomes of variable
length depending on the dimensi@n of the problem. Each gene in the chromosome
can be set to O (i.e. not selected dimension) or 1 (i.e. salatimension). The crossover
rate is set up t0.7 and the mutation rate t.2. It uses the well-known roulette-wheel
selection algorithm. This selection algorithm is based eigiing the chromosomes of
the population using its fithess. Thus, the probability ofetement being selected for
passing to the next generation is proportional to its fitnEsis method tends to converge
quickly because it does not help in maintaining the diversftthe population. On the
one hand, this is a shortcoming because the solution may eewdowever, it is faster
than other methods and it is good enough to demonstrate eas.id

Finally, we have defined two fitness functions for our genalgorithm. The first
one is based on a geometrical criterion while the secondiderssthe results obtained
by a neural network to fit each chromosome. In the next seat®discuss in detail both
approaches.

3.2.2. Geometrical criterion

The geometrical criterion is based on the intuition preseir [11] that to increase the
distance between the centroids and to reduce the dimefisjarfahe problem is useful
to improve the results obtained by a neural network becews@atterns can be more
easily separated.

Based on this intuition, the chromosomes are evaluatedée thteps:

e Projection of all instances from the initial dimensibnto a dimensionD’, where
D’ equals the number of genes of the chromosome with a one (geeeHi).

e Computation of the centroids:cC; in the projected dimension.

e Computation of the average distance between the obtaimerbins C;

The projection of the instancésconsist in erasing the dimensions (i.e. the features)
for which the genes of the chromosome equals to zero. Figahed/s a projection of a
set of instance® of dimensionD = 5 over a dimensioD’ = 2. Once the instances are
projected, they are used to compute the centr(idsy applying Formula 1. Finally, the
average distance between all centroids is computed. Thedithess of a chromosome
increases when the average distance obtained is biggese hte instances may be
easily separated.
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Evaluation of a chromosome. Projection step. Evaluationreeheith a neural network

3.2.3. Neural Network-based criterion

Using a neural network to evaluate a chromosome represatiffeeent approach. We
divide the process in three steps (see Figure 2):

e Projection of the instance? as described in the previous section
e Train the neural network with the projected training set
e Evaluate the success rate of the neural network with the eyl test set

The projection step is identical to the one described in thgipus section. Next, in
the second step, a neural network is trained by using thegtiop of the training set. The
utilized neural network is a multilayer perceptron consgf an input layer, a hidden
layer and an output layer. The number of neurons in the irgygrlequals the number
of dimensions of the projected dataset. On the other layleespumber of neurons are
designed according to the problem being solved. Once tlveonleis trained, it is tested
by using the projected test set and some measurements are tak

e Success rate in the test set ( 1 experiment)
e Success rate in the test set ( 10-fold cross-validation)

The fitness assigned to the chromosome equals the succesbtained by the neural
network in the projected test set. The most important shoriieg of this approach com-
pared to the previous one is its computational cost. In e cto evaluate a chromosome
we need to train and test a neural network. Thus, the conipngtost is clearly higher.
However, we consider that this process of feature seleigian off-line pre-process and,
hence, the computational cost is not a critical factor.



4. Experimental Results

In this section we describe the experiments that we havéedaout over two problems
taken from the UCI Machine Learning Repository [9]: THepatitis problem and the
lonosphergroblem. We have designed different multilayer percemfoneach problem
to test our methods over them.

Using the hepatitis problem, we have tested the influenckeobtitliers and the di-
mensional reduction over the performance of the neural oré&twhe ionosphere prob-
lem does not have a noisy dataset, hence, we have focused dmtéinsional reduction
only.

When testing the neural network based on the "wrapping” ntethe apply two
different test techniques: A simple test and a 10-fold cuadislation test. A simple test
consists in training the neural network only once using 90%h®instances to train and
10% to test. A 10-fold crossvalidation test consists in trainthe neural network and
test it 10 times re-selecting randomly the instances ofréia &ind test groups with each
test step and obtaining the average success rate.

4.1. Hepatitis problem

The hepatitis problem consists in determining whether eepetvith hepatitis will sur-
vive. To perform this task, a dataset1df5 instances is given. Each instance Bagli-
mensions (i.e19 features and a class attribute) and each dimension givesrafion
about: class, age, sex, antivirals, fatigue, malaise,exarliver big, liver firm, spleen
palpable, spiders, ascites, varices, bilirubin, alk phasg, sgot, albumin, protime and
histology. The instances are divided in two groups: in th&t faroup there ar82 in-
stances and the patient dies. In the second group thefdarastances and the patient
survives.

To solve this problem we use a multilayer perceptron congjsif: an input layer of
19 neurons (i.e. one neuron for each feature), a hidden lay2r péurons and an output
layer of 2 neurons. When the designed neural network is applied with odifioation
it obtains a success rate ©.3% and we call it the base line. The results obtained by
applying our methods are shown in Table 1.

Table 1. Results of the Hepatitis Problem

’ Experiment ‘ %Success‘ Deviation ‘ number of Dimension#
Base line 79.3 +9.21 19
Erasing Outliers 83.3 +9.40 19
Geometrical Criterion 80.0 +9.94 5
Wrapping (1 train) 84.4 +9.53 8.6
Wrapping (10-fold train) 87.6 +8.57 6.3

The obtained results let us conclude that:

e Erasing the outliers significantly improves the success wdien working with
noisy datasets.

1Both using back-propagation



e The genetic algorithm based on the geometrical criterioreiy effective in re-
ducing the dimensionality of the problem but does not heip¢cease the success
rate of the neural network.

e The wrapping method clearly increases the success rate ofefivork while, at
the same time, reducing the dimensionality of the problem.

These results prove that the proposed methods are usetduoe the dimensional-
ity of the problem while maintaining or increasing the sigceate.

4.2. lonosphere problem

The ionosphere problem consists in determining whetheteatrenic pattern exists in
the ionosphere. The dataset is a collection of radar measunts. This radar dataset was
collected by a system in Goose Bay, Labrador. This systersistsrof a phased array of
16 high-frequency antennas with a total transmitted poweherotder of.4 kilowatts.
Received signals were processed using an autocorrelatiatidn whose arguments are
the time of a pulse and the pulse number. There W&rpulse numbers for the Goose
Bay system. Instances in this database are describ@daltyibutes per pulse number,
corresponding to the complex values returned by the funcésulting from the complex
electromagnetic signal [9]. Thus, we h&/features and the class attribute.

In this case, we do not consider the outliers and the gearaktiiterion because the
data are not noisy. Thus, we pay attention to the wrappindpoagstin order to confirm
the behavior obtained in the previous problem. We use a lay#ti perceptron consisting
of: an input layer witt34 neurons, a hidden layer witt) neurons and an output layer of
2 neurons.

Table 2. Results of the lonosphere Problem

Experiment ‘ % Success| Deviation | Number of Dimensions
Base line 90.57 +4.62 34
Wrapping (1 train) 90.68 +5.16 11
Wrapping (10-fold train) 92.86 +4.31 14

We observe that the base line of the problem is very high4.60%) and is very
difficult to improve the result. However, our method slighithproves the success rate
of the neural network and dramatically reduces the dimeadity of the problem (i.e.
more than a 50%). Thus, our method proves to be useful todserthe success rate of
the neural network while improving its efficiency (i.e. tatee the diensionality of the
problem).

5. Conclusions

We have presented a set of methods to increase the efficiéaayeniral network. On the
one hand, we have presented a simple method for detectiligrewn noisy datasets. On
the other, we propose a complete architecture based onigalgrithms for selecting

the features in a dataset, which improves the performanaaefiral network.



The experimental results have shown the correctness of#isepted technique and
demonstrate the usefulness of our methods to properly ecithecdimensionality of the
problem, while improving the neural network success rateedficiency.

Although the presented methods are complete, they can éeded in the following
ways:

e Obtain an automatic method to define the number of outhers
e Use a more complex genetic algorithm to improve the quafitye solution.
e Combine the extraction of outliers with the dimensionaluettbn.
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