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1 Introduction 

The first task of DAMASK, called T1 - Semantic integration of the information available in heterogene-

ous Web resources, includes two preliminary subtasks, tasks 1.1 and 1.2 (see Figure 1). The former task dis-

cusses all related works in information extraction from the Web distinguishing algorithms to extract struc-

tured, semi-structured and non-structured resources. Deliverable D1 was the result of the task 1.1., and its 

aim was to make a state-of-the-art on Information Extraction techniques applied to Web resources. An inter-

nal report, which was the output of task 1.2 lists the types of data that can be extracted using the previous 

algorithms. As stated in that document, DAMASK takes into account three data types: Measurement, Nomi-

nal and Semantic.  

 

Figure 1: Tasks of DAMASK 

This document (Deliverable D2) is the result of task 1.3. (see Figure 1), and its aim is to present the pro-

posed methodology for Ontology-based feature extraction. The main goal of this task was to design and im-

plement a novel method that was able to extract relevant features from a range of textual documents going 

from plain textual data to semi-structured resources. The designed methodology is able to take profit from 

pre-processed input when it is available in order to complement its own learning algorithms. The key point 

of the work is to complement the syntactical parsing and other natural language processing techniques with 

the knowledge contained in an input ontology (which ideally, should model the knowledge domain in which 

the posterior data analysis will be focused –e.g. touristic points of interest) in order to be able to: 

1)  identify relevant features describing a particular entity from textual data, 
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2)  to associate, if applicable, extracted features to concepts contained in the input ontology. In this man-

ner, the output of the system would consist on tagged features which can be directly exploited by se-

mantically grounded data mining algorithms (e.g. clustering) in order to classify them. 

Finally, this approach has only taken into account semantic data types because the rest of data types were 

studied in other works like in [1], where Wikipedia Infoboxes were analysed in order to retrieve numerical 

attributes (i.e. measurement data types) and Nominal attributes from plain text. 

 

2 Methodology 

In this section the methodology implemented to achieve the goals of the work is presented. From a gen-

eral point of view, the method consists in discovering relevant features about an analysed entity and match-

ing these features with ontological concepts giving them semantic meaning. However, it must be applied to 

different kinds of Web resources (non-structured and semi-structured) and must extract the relevant features 

in a domain independent way. This restriction will be achieved using domain ontologies to specify what kind 

of information is interesting for a particular area of study. For these reasons, a generic algorithm has been 

designed facilitating its application to different kinds of resources. 

 In §2.1 the generic algorithm is described. It takes as input a Web-document to be analysed, a 

String that represents the analysed entity and a domain ontology which specifies the important 

concepts that should be extracted, and it returns, as a result, the relevant features (i.e. Named En-

tities) annotated semantically with concepts that appear in the input domain ontology. 

 In §2.2 the applicability of the algorithm is studied in different kinds of resources. Specifically, 

plain text documents and Wikipedia articles have been taken into account. 
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2.1 Generic algorithm description 
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OntologyBasedExtraction(WebDocument wd, String AE,  DomainOntology do){ 

    named_entity, sc, oc  is String 

    SC  is list of sc 

    soc  is record of {sc, oc} 

    SOC  is list of soc 

    ac  is soc 

    ne is record of {named_entity, SC, ac} 

    PNE is list of ne 

 

    /* Document Parsing */ 

    pd  parse_document(wd) 

 

    /* Extraction and selection of Named Entities from Document */ 

    PNE  extract_potential_NEs(pd) 

    ∀ pnei  ∈ PNE { 

        if NE_Score(pnei, AE) > NE_THRESHOLD{ 

            NE  NE ∪ pnei 

        } 

    } 

    /* Retrieving potential subsumer concepts for each NE*/ 

    ∀ nei  ∈ NE  { 

        SC  extract_subsumer_concepts(nei ) 

        nei  add_subsumer_concepts_list(SC) 

    } 

 

    /* Annotating NEs with ontological classes */ 

    OC  extract_ontological_classes(do) 

    ∀ nei  ∈ NE  { 

        /* Retrieving Subsumer Ontological Classes  

        (i.e. potential annotations) for each Subsumer Concept of each NE*/ 

        SC  get_subsumer_concepts_list(nei ) 

        /* Applying direct matching */ 

        SOC  extract_direct_matching(OC, SC)  

        /* if no direct matching, Semantic matching is applied*/ 

        if |SOC | == 0 { 

            SOC  extract_semantic_matching(OC, SC) 

        } 

        /* if a similar ontological class is found, the most proper 

        Annotation is chosen and the annotation is performed */ 

        if |SOC | > 0 { 

            SOC  SOC_Score(SOC, nei , AE)  

            ac  select_SOC_wih_maxim_score(SOC, AC_TRESHOLD) 

            nei  add_annotation(ac) 

        } 

    } 

    return NE 

} 

Algorithm 1 Generic algorithm for the implemented methodology 
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The previous algorithm (Algorithm 1) shows the main steps of our methodology. The key point of this 

algorithm is that it is generic, fact which implies that, overwriting some functions, it is possible to analyse 

different types of documents (i.e. plain text documents, semi-structured documents or structured documents). 

Moreover, using different input ontologies the system is able to extract features of different domains, giving 

flexibility to the implemented method.  

In order to discover the relevant features of an object, we focus on the extraction and selection of Named 

Entities (referred as NEs) found in the text. It is assumed that NEs describe, in a way less ambiguous than 

general words, the relevant features of the analysed entity. A relevance analysis based on Web co-occurrence 

statistics is performed in order to select which NEs are the most related to (i.e., identify better) the analysed 

entity. Afterwards, the selected NEs are matched to the ontological concepts to which they could be consid-

ered as instances. In this manner the extracted features are presented in an annotated fashion, easing the pos-

terior application of semantically-grounded data analyses. 

The main steps will be explained in detail in the next subsections. In section 2.2 it is discussed how to 

take profit of two different types of resources (overwriting the aforementioned functions), namely plain text 

documents and semi-structured Wikipedia articles. 

2.1.1 Document parsing 

The first step is to parse a Web document (line 11) which is supposed to describe a particular real world 

entity, from now on Analysed Entity (AE). The Parse_document function depends on the kind of document 

that is being analysed. If this is an HTML document, then it is necessary to extract raw text from it by means 

of HTML parsers which are able to drop headers, templates, HTML tags, etc. Otherwise, if the document is a 

semi-structured source such as Wikipedia article, then other tools are used in order to filter and select the 

main text. 

2.1.2 Named Entities 

This step consists in extracting relevant named entities from the analysed document. NEs represent real 

world entities. In other words, named entities can be considered as instances of ontological concepts [2] (e.g. 

Tarragona is an instance of a city). 

The function extract_potential_NEs (line 14) returns a set of Named Entities (PNE) but only a subset of 

the elements of PNE describes the main features of AE; the rest of the elements of PNE introduce noise be-

cause they are not directly related to the analysed entity (they just happen to appear in the Web page describ-

ing the entity but are not part of its basic distinguishing characteristics). Thus, it is necessary to have a way 

of separating the relevant NEs from the irrelevant ones (NE filtering, line 16). To do that, we use a Web-

based co-occurrence measure that tries to assess the degree of relationship between AE and each NE. In fact, 

it has been stated that the amount and heterogeneity of information in the Web is so high that it can be as-

sumed to approximate the real distribution of information in the world [3]. Concretely, a version of the 

Pointwise Mutual Information (PMI) relatedness measure adapted to the Web is computed [4]. 
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In the NEscore (Equation 1), concept probabilities are approximated by Web hit counts provided by a 

Web search engine. Finally, the NEs that have a score exceeding an empirically determined threshold 

(NE_THRESHOLD, line 16) are considered as relevant, whereas the rest are removed. The value of the 

threshold will determine a compromise between the precision and the recall of the system. 

2.1.3 Semantic Annotation 

The aim of semantic annotation, in this work, is to match features with the appropriate ontology classes.  

In this area, some approaches have been proposed. One way to assess the relationship between two terms 

(which, in our case, would be a NE and an ontology class) is to use a general thesaurus like WordNet to 

compute a similarity measure based on the number of semantic links among the queried terms [5, 6]. How-

ever, those measures are hampered by WordNet's limited coverage of NEs and, in consequence; it is usually 

not possible to compute the similarity between a NE and an ontological class in this way.  

There are approaches which try to discover automatically taxonomic relationships [7, 8], but they require 

a considerable amount of background documents and linguistic parsing.  

Finally, another possibility is to compute the co-occurrence between each NE and each ontological class 

using Web-scale statistics as the relatedness measure [9], but this solution is not scalable because of the huge 

amount of required queries [10]. 

We will use the last technique, but introducing a previous step that reduces the number of queries to be 

performed. 

So, in our approach the semantic matching is divided in two parts: the discovery of potential subsumer 

concepts (line 22) and their matching with the ontology classes (lines 27-46). 

The first part is proposed in order to minimize the number of queries (NE, ontology class) to be per-

formed in which ontology classes that are potentially good candidates for the matching are discovered. If the 

number of candidates is small, it will feasible to use Web-scale statistics to compute the relatedness between 

them and the NE. It may be noticed that the problem is finding a bridge between the instance level (i.e., a 

NE) and the conceptual level (i.e. an ontology concept for which the NE is an instance). Semantically, NEs 

and concepts are related by means of taxonomic relationships. So, the way to go from the instance level to 

the conceptual level is by discovering taxonomic relationships. Taxonomic relations are considered as sub-

sumer concepts. Notice that those concepts are abstractions of the NE and they not depend on any ontology. 

This means that subsumer concepts needn’t match with ontological classes but they can. 

The second part tries to match the found subsumer concepts with ontological classes, if it is possible. 

2.1.3.1 Discovering potential subsumer concepts 

The first task of semantic annotation consists in discovering potential subsumer concepts for each rele-

vant named entity (line 22).  

Subsumer concepts are abstractions of collections of real entities which share common characteristics 

among them. For example, the subsumer concept of the real entity The Sagrada Familia or St. Peter's Basili-

ca is basilica. Notice that real entities may belong to different concepts such as basilica and monument. Other 
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important characteristic of subsumer concepts is that they can be represented by different terms which are 

equivalent. Consider, for instance, Porsche such a real entity, where its subsumer concept could be car, au-

tomobile, auto, motorcar and machine. Finally, the abstraction can be performed in different levels. In the 

case of the Sagrada Familia its direct subsumer is basilica but higher subsumer concepts such roman building 

and religious building can be considered. 

By means of the function extract_subsumer_concepts a set of potential subsumer concepts for each NE is 

extracted. Then, the last step of the methodology aims to find a correspondence between the potential sub-

sumers of each NE and the classes of an ontology. We use an input ontology in order to drive the extraction 

process and to indicate what kinds of features are relevant in a particular domain.  

2.1.3.2 Ontology matching 

We distinguish between two types of matching: Direct Matching and Semantic Matching. Moreover, 

there are situations in which there is evidence that a certain NE is related to several ontological classes. In 

this case, Web-based statistical measures are applied again in order to choose the most representative one 

(Class Selection, 2.1.3.2.3). These three steps are explained in the following subsections. 

2.1.3.2.1  Direct Matching 

In this initial step, the system tries to find a direct match between the potential subsumers of a NE and 

the ontology classes. This phase begins with the extraction of all the classes contained in the domain ontolo-

gy (line 27). Then, for each Named Entity  NEi, all its potential subsumer concepts (SCi) are compared 

against each ontology class in order to discover the most similar ontological classes (SOCi, line 31-33), i.e., 

classes whose name matches the subsumer itself or a subset of it (e.g., if one of the potential subsumers is 

"Gothic cathedral"', it would match an ontology class called "Cathedral"). A stemming algorithm is applied 

to both SCi and ontology classes in order to discover terms that have the same root (e.g., "city" and "cities"). 

If one (or several) ontology classes match with the potential subsumers, they are included in SOCi as candi-

dates for the final annotation of NEi. This direct matching step is quite easy and computationally efficient; 

however, its main problem is that, in many cases, the subsumers do not appear as ontology classes with ex-

actly the same name, and potentially good candidates for annotation are not discovered. 

2.1.3.2.2  Semantic Matching 

The semantic matching (line 36) step is performed when the direct matching has not produced any result 

(line 35). 

Its main goal is to increase the number of elements in SCi, so that the direct matching can be tried again 

with a wider set of terms. The new potential subsumers are concepts semantically related to any of the initial 

subsumers (synonyms, hypernyms and hyponyms). As we are working at a conceptual level, WordNet has 

been used to obtain these related terms and to increase the set SCi. The main problem of semantic matching 

is that many words are polysemous and, before extracting the related concepts from WordNet, we have to 

discover which is the synset that corresponds with the intended sense of the word in the domain (i.e., a se-

mantic disambiguation step must be performed).  
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One of the main problems when analysing natural language resources is semantic polysemy. For exam-

ple, if the primary keyword has more than one sense (e.g. virus can be applied over “malicious computer 

programs” or “infectious biological agents”), the resulting ontology may contain concepts from different 

domains (e.g. “iloveyou virus”, “immunodeficiency virus”). This problem is generally known as word sense 

disambiguation and has proved to be more difficult than syntactic disambiguation. 

The meaning of a word in a particular usage can only be determined by examining its context. This is, in 

general, a trivial task for the humans, but the task has proved to be difficult for computer. 

In order to deal with sense disambiguation, it is proposed a Web-based approach combining the context 

from a Named Entity has been extracted, WordNet definitions and cosine distance. 

Thus, the first step is, for each element of SCi of each NEi, look it up in WordNet. If it only has one defi-

nition (synset), the new subsumer candidates (synonyms, hypernyms and hyponyms) are retrieved. Other-

wise, if the element of SCi has more than one synset, it is necessary to choose the most suitable one (word 

sense disambiguation). 

One possible solution is to use the context (i.e., the sentence from which NEi was extracted) but, usually, 

this context is not enough to disambiguate the meaning. To minimize this problem, the Web is used again in 

order to extract new evidences of the relationship between NEi and AE. A Web query containing AE and NEi 

is performed, and a certain number of snippets are retrieved. Then, the system calculates the cosine distance 

between each snippet and all the synsets of the element of SCi. The synset with a higher average value is 

finally selected. 

Next, an example of the method is explained. Table 1 depicts the input data of the problem. First three 

rows are the analysed entity, the named entity and its subsumer concept. The rest of the data indicates the 

performed query in order to retrieve web snippets and all the WordNet synsets for the subsumer concept.  

Data value 

AE: Barcelona 

NEi: Sagrada Familia 

SCi: Cathedral 

Query: “Barcelona” + “Sagrada Familia” 

Synset 1: [cathedral] any large and important church 

Synset 2: [cathedral, duomo] the principal Christian church building of a bishop's diocese 
Table 1 Semantic disambiguation example (part 1) 

Table 2 shows a subset of the retrieved snippets, which represent the new context, and the final score 

when applying cosine distance between the context and the synset. As a final result, synset 1 obtains the 

highest score and synonyms, hyponyms and hypernyms are extracted from it. In this example, the related 

terms for the subsumer concepts retrieved from WordNet are: minster, church and church building. 
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Snippet/context Synset 1 Synset 2 

- His best known work is the immense but still unfinished church of 

the Sagrada Família, which has been under construction since 

1882, and is still financed by private donations. 

0.16 0.11 

- Review of Barcelona's greatest building the Sagrada Familia by 

Antonio Gaudi, Photos, and links 
0.0 0.12 

- The Sagrada Familia is the most famous church in Barcelona ... As 

a church, the Sagrada Familia should not only be seen in the artis-

tic point of view 

0.26 0.18 

- The Sagrada Familia (Holy Family) is a church in Barcelona, 

Spain. ... The architect who designed the Sagrada Familia is Anto-

ni Gaudí, the designer of more other ... 

0.12 0.08 

- Virtual Tour of Barcelonas's sightseeings. ... commonly known as 

the Sagrada Família, is a large Roman Catholic church in Barcelo-

na, Catalonia, Spain, ... 

0.28 0.10 

[...] [...] [...] 
Table 2 Semantic disambiguation example (part 2) 

2.1.3.2.3 Class Selection 

When more than one ontology class has been proposed (line 40) as annotation for a certain NEi, the final 

step is to choose the most appropriate one. The selection is based on the relatedness between the Named 

Entity and each element of SOCi, assessed again with the Web-based version of PMI. However, it must be 

noted that the elements of SOCi can also be polysemous, and can be referring to different concepts depending 

on the context (line 41). So, in Eq.(2), the analysed entity AE has been introduced to contextualize the rela-

tionship of each element of SOCi with NEi. 

)&(

)&&(
),,(

ij

iji

iijscore
SOCAEhits

SOCNEAEhits
AENESOCSOC        

(2) 

The score (E.q.(2)) computes the probability of the co-occurrence of the named entity NEi and each on-

tology class proposed for annotation SOCij from the Web hit count provided by a search engine when query-

ing these two terms (contextualized with AE). Finally, only the annotation with the highest score which 

reaches the AC_Treshold (line 42) is annotated  

2.2 Applying the algorithm to different types of Web resources  

So far, the generic feature extraction algorithm has been presented. This section discusses which func-

tions should be overwritten in order to apply it to different types of resources. In order to demonstrate its 

applicability, this work is focused in two types of resources: plain texts (unstructured resources) and Wikipe-

dia articles (semi-structured resources). Particularly, the functions that have to be overwritten are ex-

tract_potential_NEs (line 14) and extract_subsumer_concepts (line 22). The rest of the steps do not depend 

on the kind of resource and the generic algorithm is applied. In following sections both cases are presented. 
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2.2.1 Extraction from raw text 

The extraction process from raw text (i.e. plain text) is the most difficult task. For that reason, in this sec-

tion, it is presented how to deal with the main problems that arise from it. Notice that this kind of repositories 

are the most extended around the Web and for that reason it is very important to have a mechanism to exploit 

all the available information. 

2.2.1.1 Named Entities detection 

The main problem related with NE detection is the fact that they are unstructured and unlimited by na-

ture as is stated in [11]. This implies that, in most cases, these NEs are not contained in classical repositories 

as WordNet due to its potential size and its evolvability. 

Different approaches in the field of NE detection have been proposed. Roughly, they can be divided into 

supervised and unsupervised methods. 

Supervised approaches try to detect NEs relying on a specific set of extraction rules learned from pre-

tagged examples [12, 13], or predefined knowledge bases such as lexicons and gazetteers [14]. However, the 

amount of effort required to assemble large tagged sets or lexicons binds the NE recognition to either a lim-

ited domain (e.g., medical imaging), or a small set of predefined, broad categories of interest (e.g., persons, 

countries, organizations, products). This introduces compromises in the recall [15]. 

In unsupervised approaches like [16], it has been proposed to use a thesaurus as background knowledge 

(i.e., if a word does not appear in a dictionary, it is considered as a NE). Despite the fact that this approach is 

not limited by the size of the thesaurus, misspelled words are wrongly considered as NEs whereas correct 

NEs composed by a set of common words are rejected, providing inaccurate results. 

Other approaches take into consideration the way in which NEs are presented in the specific language. 

Concretely, languages such as English distinguish proper names from other nouns through capitalization. 

The main problem is that basing the detection of NEs on individual observations may produce inaccurate 

results if no additional analyses are applied. For example, a noun phrase may be arbitrary capitalised to stress 

its importance or due to its placement within the text. However, this simple idea, combined with linguistic 

pattern analysis, as it has been applied by several authors [15, 17-19], provides good results without depend-

ing on manually annotated examples or specific categories. 

Being unsupervised, domain-independent and lightweight, in this work, the last approach has been im-

plemented, as follows, in order to detect NEs. 

First, the four modules of the OPENNLP parser (Sentence Detector, Tokenizer, Tagging and Chunking) 

are applied in order to analyse syntactically the input text of the Web document. The last module is able to 

tag Proper Nouns, which represent NEs, using an internal database, but this approach produces a low recall 

because of the reasons stated in section 2.1.2. For example, in [NP The/VB gothic/JJ cathedral/NN][VP 

of/VB][NP Barcelona/NNP], the noun phrase (NP) Barcelona is tagged as proper noun (/NNP) but, in [NP 

Tarragona/EX][VP is/NNS][NP a/JJS city/NN], NP Tarragona is erroneously not considered as proper noun. 

To avoid a supervised methodology based on a database, the output of OPENNLP has been complemented 

by capitalization heuristics where all Noun Phrases which contain one, or more than one, word begins with a 

capital letter has been considered as a NE and consequently a set of potential Named Entities (PNE) is de-
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tected. Thus, that all Noun Phrases which contain at least one word that begins with a capital letter are con-

sidered as a potential NE.  

Table 3 shows an example of the extracted NE from the first fragment of text of Wikipedia article about 

Tarragona. Notice that only Spain is detected as a proper noun using only the natural language parser but 

applying capitalization heuristics the rest of Named Entities has been extracted.  

Detected sentences Extracted NE Correct? 

[NP Tarragona/EX] Tarragona ok 

[NP Catalonia/NN] Catalonia ok 

[NP Spain/NNP] Spain ok 

[NP Sea/NNP] Sea ko 

[NP Tarragonès/VBZ] Tarragonès ok 

[NP the/VBZ Vegueria/NNPS] the Vegueria ko 

Table 3 Set of extracted NE from Tarragona Wikipedia introduction 

2.2.1.2 Discovering potential subsumer concepts 

We use the standard Hearst's taxonomic linguistic patterns, which have proved their effectiveness to re-

trieve hyponym/hypernim relationships [20]. We exploit the Web as the corpus from which to extract the 

semantic evidences of the appearances of the patterns [21]. The main reason of using the Web as the corpus 

is because of the fact that explicit linguistic patterns are difficult to find in reduced corpora, that normally 

offer a relatively high precision but suffer from low recall. 

The system constructs a Web query for each NE and for each pattern. Each query is sent to a Web search 

engine, which returns as a result a set of Web snippets. Finally, all these snippets are analysed in order to 

extract a list of potential subsumer concepts (i.e., expressions that denote concepts of which the NE may be 

considered an instance).  

Pattern structure Query Example 

CONCEPT such as NE "such as Barcelona" cities such as Barcelona 

such CONCEPT as NE "such * as Spain" Such countries as Spain 

NE and other CONCEPT "Ebre and other" Ebre and other rivers 

NE or other CONCEPT 
"The Sagrada Familia or 

other" 

The Sagrada Familia  

or other monuments 

CONCEPT especially NE "especially Tarragona" 
World Heritage Sites  

especially Tarragona 

CONCEPT including NE "including London" 
capital cities  

including London 

Table 4 Patterns used to retrieve potential subsumer concepts 

Table 4 summarizes the linguistic patterns that have been used (CONCEPT represents the retrieved po-

tential subsumer concept and NE the Named Entity that is being studied). 



 

 

 

  ITAKA Group 2010                                           - 13 - 

 

 

2.2.2 Extraction from semi-structured Wikipedia documents 

Wikipedia provides some particularities, which can be useful when extracting information. Specially, 

this work is focused on internal links and category links. The first ones represent connections among terms 

that appear in a Wikipedia article with other articles, which are talking about the aforementioned terms. Cat-

egory links group different articles in areas that are related in some way and give articles a kind of categori-

zation. 

2.2.2.1 Named Entities detection 

In order to take profit of links structure, internal links have been considered as potential named entities 

(PNE). The hypothesis is that internal links have been created by a big community of users and it can be 

assumed that the information which they represent has been revised for enough readers (of which some of 

them may be experts of the topic that the article is about) to assume that it is correct. 

The problem of PNE extracted from internal links are that, on one hand, not all of them are directly re-

lated with the analysed entity (AE) and, on the other hand, only a subset of PNE are real NE. 

In order to illustrate these problems, the following fragment of text extracted from Wikipedia will be ex-

amined. “Barcelona is the capital and the most populous city of Catalonia and the second largest city in 

Spain, after Madrid, with a population of 1,621,537 within its administrative limits on a land area of 

101.4 km2”. In this text, there are four terms linked with other Wikipedia articles by means of internal links. 

Three of them are NE (Catalonia, Spain and Madrid) and they represent instances of things, the other one is a 

common noun which represents a concept (capital). The first wikilink is not a NE because the first part of the 

sentence is defining what the NE Barcelona is, and the person who edited the article considered that the term 

“capital” (which represents a concept) was important for a correct understanding of the text. Finally, the NE 

Madrid is bringing information of general purpose that is not directly related with Barcelona and, in conse-

quence, it is not a relevant feature for describing the entity Barcelona. 

Due to these problems, the set of extracted PNE has to be filtered by means of the NE score presented in 

the generic algorithm. But, in this manner, the semi-structure of Wikipedia links provides a degree of relia-

bility and it helps to avoid the problem of analysing plain text using NLP. 

Wikilinks Correct? 

Acre ko 

Antoni Gaudí ok 

Arc de Triomf ok 

Archeology Museum of Catalonia ok 

Barcelona Cathedral ok(*) 

Barcelona Museum of Contemporary art ok  

Barcelona Pavilion ok(*) 

Casa Batlló ok 
Table 5 Subset of extracted NE from Barcelona Wikipedia article  
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Table 5 shows the first NE detected when using wikilinks. It is important to observe that this step is only 

concerning with detection and this NE will be filtered in next algorithm step. Notice that in “Barcelona Ca-

thedral” and “Barcelona Pavilion” both cathedral and pavilion are common nouns but they are preceded by 

Barcelona specifying that it is referring a concrete real entity (i.e., a named entity). 

2.2.2.2 Discovering potential subsumer concepts 

In order to extract potential subsumer concepts for each named entity Wikipedia category links have 

been used. Category links have some attractive characteristics but present some limitations. They are useful 

because they classify in a kind of hierarchy all the articles which Wikipedia contains. This classification 

categorizes all the concepts and named entities in Wikipedia. This means that a wiki which is referring to a 

real entity belongs to one or more Wikipedia categories which in turn are included in higher categories.  

Remember the example where “The Sagrada Familia” article was categorized as Antoni Gaudí buildings, 

Buildings and structures under construction, Churches in Barcelona, Visitor attractions in Barcelona, World 

Heritage Sites in Spain, Basilica churches in Spain, etc. Apparently, these categories are too complex to be 

used as subsumer concepts (i.e. it is not probable that a category matches directly with ontological classes) 

and some previous analysis is needed. So, the key concepts of each category have to be detected. For exam-

ple in “Churches in Barcelona” the key concept is “Churches” and in “Buildings and structures under con-

struction” there are two important concepts: “Buildings” and “Structures”. To extract the main concepts of 

each sentence a natural language parser has been used, and all the Noun Phrases have been extracted. 

Another limitation of Wikipedia categories is the fact that they do not always contain enough concepts to 

perform the matching among them and ontological classes. For instance, the NE Plaça de Catalunya is a 

square situated in the city centre of Barcelona. Its categories are Plazas in Barcelona, the Eixample and Cen-

tral business districts but our ontology is focused on tourism domain and none of these concepts appears in it. 

By contrast, Plaça de Catalunya is considered as a tourist attraction in Barcelona and the concept visitor at-

traction is represented by the ontology. Fortunately, as mentioned before, Wikipedia categories are included 

in higher categories. Following the same example, Plazas in Barcelona belongs to the higher categories 

Squares and plazas by city, Geography of Barcelona and Visitor attractions in Barcelona. Notice that the last 

one represents the same concept that we want to find and in consequence a new potential subsumer concept 

has been found. Observe that higher levels of categories represent higher concepts and going up through 

categories the meaning of the NE which they represent could be lost. Moreover, the Wikipedia categorisation 

has been performed by hand and its structure is approximated by a directed acyclic graph fact which implies 

that it is not always possible to navigate through categories in a taxonomical way. For that reason, only two 

levels of categories have been used in our approach. 

Finally, the last limitation of Wikipedia categories is that sometimes they are composed by named enti-

ties and as we are looking for concepts they are not useful to extract potential subsumer concepts. For exam-

ple, one of the categories of Plaça de Catalunya was Eixample, the name of a district of Barcelona. 

Table 6 exemplifies the subsumer concepts extractions from Wikipedia categories. This is only a tempo-

rary list of potential subsumer concepts but they will be selected as potential subsumer concepts when apply-

ing ontology matching. 
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Wikilinks Potential subsumer concepts 

Antoni Gaudí 

1852 births, 1926 deaths, architects, roman catholic churches, art nouveau archi-

tects, expiatori de la sagrada família, catalan architects, spanish ecclesiastical 

architects, modernisme architects, 19th century architects, 20th century archi-

tects, organic architecture, people, reus... 

 

Arc de Triomf 

triumphal arches, gates, moorish revival architecture, 1888 architecture, public 

art stubs, 1888 works, architecture, architecture, public art, public art, art stubs… 

 

Archeology Museum of Catalonia 
museums, archaeology museums, Sants-Montjuïc 

 

Barcelona Cathedral 
cathedrals, churches, visitor attractions, basilica churches… 

 

Barcelona Museum of Contem-

porary art 

museums, art museums, galleries, modern art museums, modernist architecture, 

spots, richard meier buildings, el raval, modern art… 

 

Barcelona Pavilion ... 

Casa Batlló 

visionary environments, modernisme, antoni gaudí buildings, 1907 architecture, 

world heritage sites, spain, visitor attractions, eixample, passeig, gràcia, outsider 

art, 1907 works, 1900s architecture, edwardian architecture... 

Table 6 Subset of extracted potential subsumer for Barcelona NEs 

To summarize, Wikipedia categories give information that is usually composed by concepts and the rela-

tions represented by means of category links can be taxonomical, lexico-syntactic, semantics, synonyms, etc. 

So, categories can be used to extract subsumer concepts but applying some techniques to extract the key 

concepts of each category and following some restrictions. 

2.2.3 Computational cost 

The computational cost of the proposed method depends on the number of queries performed because 

they are the most expensive task [10]. We can distinguish five different tasks in which queries are per-

formed: NE detection, NE filtering, subsumer concepts extraction, semantic disambiguation and class selec-

tion.  

Both plain text and semi-structured text analyses have the same cost for NE filtering, semantic disam-

biguation and class selection. On one hand, to rank NEs for the relevance filtering step, two queries are 

needed for each NE (i.e., 2n, where n represents the number of NEs). On the other hand, class selection re-

quires as many queries as candidates a NE has (i.e. n(c/n)2, where c is the total number of candidates). For 

semantic disambiguation only one query is needed for each candidate (i.e. c). 

So, the difference in computational cost between plain text analyses and semi-structured ones is in NE 

detection and subsumer concepts extraction. In the first approach six queries are performed to discover sub-

sumer concepts by means of Hearst Patterns (6n). In the second approach, no queries are needed because 

NEs are directly extracted from the tagged text.  

Thereby, the number of queries needed to analyse plain text is 8n+3c, whereas only 2n+3c are needed 

when dealing with Wikipedia articles. This shows how the exploitation of Wikipedia’s structure aids to im-

prove the performance of the method. 
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2.3 Conclusions 

In this section, the main steps of our approach have been presented. First, a generic algorithm has been 

proposed. Being the algorithm generic, different kinds of resources can be analysed in order to extract rele-

vant features of a studied real entity. The approach is focused on detecting named entities and annotating 

them, if possible, with concepts defined in domain ontologies. Only named entities are taken into account 

because they describe, in a way less ambiguous than general words, the most relevant features of the ana-

lysed entity. 

To demonstrate the applicability of this generic algorithm, two types of resources have been studied. On 

one hand, it has been explained how to use the algorithm to extract information from plain texts which are 

unstructured and the most common resources in the World Wide Web. On the other hand, Wikipedia has 

been used as an example of semi-structured resource and it has been stated one approach to take profit of its 

links structure and categorization. 
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3 Evaluation 

In this chapter some evaluation results are presented. The evaluation consists in three different parts that, 

study the influence of thresholds, considered Web resources and, the input domain ontology. The reason of 

using them as a subject of study is because the fact that they are the input parameters which can be set to 

adjust the algorithm behaviour, getting different levels of precision and recall. 

The precision and recall have been computed in all tests. In order to calculate them, a domain expert has 

manually selected which of the features included in the articles are relevant for the subject of study (i.e. the 

analysed entity, AE) and which concepts in the ontology are the more adequate to annotate them if it is pos-

sible. 

The recall is calculated by dividing the number of correct annotations performed by the system by the to-

tal of annotations the system should have annotated according to the expert’s opinion (Equation (3)).  

sannotationsannotation

sannotation

GooddUnretrieveGood

Good
RECALL

_##

#
       

(3) 

 

The Precision is the number of correct annotations according to the expert’s opinion divided by the total 

number of annotations (Equation (4)). 

sannotationsannotation

sannotation

BadGood

Good
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##

#
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All the evaluations have been presented in the domain of tourism taking into account the specifications 

of DAMASK project. The rest of the section is structured as follows: 

 In §3.1, two ontologies used to test the system are presented. 

 The influence of the thresholds used in the algorithm is studied for the city of Barcelona using 

one ontology, in §3.2. 

 §3.3 evaluates the behaviour of our methodology using different domain ontologies. 

 §3.4 shows a comparison between the analysis of a plain text versus that of a semi-structured 

Wikipedia document. 

 Finally, in §3.5, some conclusions are extracted and the main advantages and drawbacks of each 

method are discussed. 
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3.1 Used ontologies 

The evaluation process has been performed using different ontologies to prove the applicability of the 

algorithm for different information to be extracted. In the following paragraphs, the ontologies used to carry 

out the tests are briefly described. 

TourismOWL.owl ontology 

This ontology models touristic points of interest for different kinds of tourist profiles. It was designed in 

a final year project [1] based on information extracted through Wikipedia articles. It consists of 315 classes 

and a depth of 5 hierarchical levels. Its main classes represent concepts related with administrative divisions 

(borough, city, country, village, etc.), buildings (commercial buildings, cultural buildings, religious build-

ings, sport buildings, etc.), festivals (art festivals, music festivals, carnival, etc.), landmarks (commemorate 

landmarks, geographical landmarks, memorial landmarks, etc.), museums (archaeology museum, history 

museum, science museum, etc.) and sports (football, basketball, hockey, formula one, etc.). See Annex 1. 

Space.owl ontology 

This ontology was found by looking up ontologies using the Web search engine SWOOGLE that is spe-

cialized in ontologies. The Space.owl ontology consists of 188 classes and a depth of 6 hierarchical levels. It 

contains concepts related with three main topics: geographical features (i.e., archipelago, beach, river, forest, 

etc.), geopolitical entities (i.e., country, capital, city, district, street, etc.) and places, which includes business 

places (factory, convention centre, etc.), private places (residential structure, home, etc.) and public places 

(educational and medical structures, entertainment places, shopping facilities, transportation connections, 

etc.). See Annex 2. 
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3.2 Influence of thresholds 

In this section the influence of the threshold for filtering the named entities (T1) and the threshold for se-

lection annotation (T2) have been studied. The analysed entity for this test has been the Wikipedia article 

about Barcelona, using the space.owl ontology as input. The comparison between T1 and T2 has been per-

formed taking the Wikipedia article as plain text and also as a semi-structured Web resource. 

Figure 2 shows a comparison between both thresholds. In the left column, the comparison is applied for 

Barcelona taking as input the plain text of the article, while the right column presents the results when taking 

profit of Wikipedia semi-structure. 

  

Figure 2 Influence of T1 and T2 

The results show that the method is able to reach higher precisions with T2 but punishing the recall even 

more than T1. Notice that T1 is calculated taking as parameters the potential named entity and the analysed 

entity measuring the level of relatedness between both, but T2 goes further measuring the relatedness be-

tween the analysed entity, the potential named entity and the subsumer candidate to be annotated. This fact 

implies that the second threshold is more restrictive because the relatedness involves three parameters in-

stead of two. Moreover, it is important to stress the fact that T2 has a double function:  1) it measures the 

relatedness degree between the named entity and its subsumer candidate facilitating the final annotation at 

the moment of chosing the best of the subsumer concepts for each named entity and 2) it contextualizes the 

ontology annotation in the domain of the analysed entity which implies that is performing a kind of named 

entity filtering like T1. However, T1 is necessary to decrease the number of Web queries because using only 

T2 the amount of those will be higher because each named entity usually has a high number of subsumer 

concepts, especially when analysing plain text resources and extracting the subsumer concepts by means of 

Hearst Patterns. 
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3.3 Plain text vs. Wikipedia document 

In this second test, we picked up as case studies the Barcelona and Canterbury Wikipedia articles, which 

describe these cities. Final feature annotations were performed taking into account the space.owl ontology. 

The evaluation was performed by analysing the articles both as plain text and also taking profit of Wikipedia 

semi-structure. So, in both cases the analysed content was the same. 

Figure 3 shows a comparison between the two methods (plain text and semi-structured) when applied to 

the cities of Barcelona and Canterbury. In the left column, the influence of the threshold for filtering NE (T1) 

and the threshold for selection annotation (T2) are studied for Barcelona, while the right column depicts the 

analysis for Canterbury. 

  

  

Figure 3 Plain text vs Wikipedia documents 
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The results show that the method is able to extract, in both cases, more than a 50% of the features 

marked for the domain expert. We also observe that the precision tend to keep or to improve when taking 

into account the semi-structure of the Wikipedia articles while the recall decreases. This is because in the 

first approach the whole textual content is analysed. This implies that there are more possibilities to detect 

representative features whereas the precision may be lower because there is a higher amount of unrepresenta-

tive features which add noise to the final results. On the opposite, using the second approach the set of ana-

lysed entities is limited to those manually annotated but, in contrast, the precision is higher because the po-

tential candidates for each feature are extracted from Wikipedia categories (tagged and selected manually by 

a big community of users). It is important to note that, in any case, the analysis of Wikipedia articles is, as 

discussed in section 2.2.3, considerably faster than text, as the degree of analysis required to extract and an-

notate entities is reduced.  

Considering that the final goal of the method is to enable the application of data analysis methods (such 

as clustering) a high precision would be desirable, even at the cost of a reduced recall. In these cases, selec-

tion thresholds can be tuned for a high precision establishing a more restrictive value. 

3.4 Influence of domain ontologies 

This section compares the performance of our method using different domain ontologies. In both cases, 

the same Wikipedia article for the city of Barcelona has been tested using the ontologies stated above in sec-

tion 3.1. 

Figure 4 shows the results of the evaluation. All the graphs compare the recall and precision reached for 

the algorithm when applying it with different input ontologies (space.owl and tourismOWL.owl). The left 

column depicts the results when analysing the Wikipedia article as plain text while the right column repre-

sents the semi-structured approach. Although the objective of this evaluation is not to study the influence of 

thresholds, both analyses are represented based on the values of T1 and T2. This is because, in this way, it is 

possible to observe the global trend of analyses instead of fixing two values for both thresholds. 

If we observe the left column, we can see that for both thresholds the precision obtained with the tourism 

ontology is higher. However, this fact does not happen, in the right column where the precision and recall for 

both ontologies is similar. This is because the tourism ontology was created based on the text of different 

Wikipedia articles about cities focused on touristic activities. This means that, for the first column, there are 

more direct matches than for the second one. Even though the difference between precision and recall 

thresholds is not high when using both ontologies, we can see that the results are a bit better for tour-

ismOWL.owl ontology. These results show the importance of using a domain ontology proper to model the 

key concepts about the domain which is being studied in order to maximize the quality of the extracted fea-

tures. 
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Figure 4 Influence of domain ontologies 

3.5 Conclusions 

In this section, an evaluation of the more relevant aspects of the feature extraction algorithm has been 

presented. The evaluation on any unsupervised automatic domain-independent extraction process is a hard 

task. On one hand, the evaluation has been performed through the intervention of a human expert in a partic-

ular domain that is represented by the input domain ontology. On the other hand, the final feature extraction 

and annotation is slanted by the precision and recall of each method used during the whole process (i.e., the 

natural language parser, the named entity detection heuristics, the inaccuracy of Web statistics and the relat-

edness measures). Considering these restrictions we can conclude that the final feature annotations are cer-

tainly usable, even reaching a 100% precision in some cases. 

Furthermore, the influence of all the input parameters has been studied. As it has been stated, thresholds 

can be tuned to modify the behaviour of the algorithm in order to improve either the precision or the recall. 

The threshold for named entity filtering is adequate to drop some named entities and decrease the number of 

queries needed during the whole process. The threshold to choose the proper annotation for each named enti-
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ty is more restrictive and has a double purpose: 1) measure the relatedness degree between the named entity 

and its subsumer and 2) contextualize the ontology annotation in the domain of the analysed entity. It is im-

portant to note that considering that the final goal of the method is to enable the application of data analysis 

methods (such as clustering) a high precision is desirable, even at the cost of a reduced recall and, for that 

reason, the selection thresholds can be tuned for a high precision establishing a more restrictive value. Con-

cerning the analysis of plain text and semi-structured resources like Wikipedia, it has been noticed that the 

analysis of unstructured documents is a hard and expensive task and taking profit of semi-structure of Wik-

ipedia we can reach similar and even better results but with a considerably lower computational cost. Finally, 

the influence of the input domain ontology has been analysed in order to prove that the approach works in 

different domains. So, it is important to use a domain ontology proper to model the main concepts related 

with the area of study in order to maximize the quality of results. 
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4 Summary 

Considering the developed methodologies and the evaluated and obtained results, we can conclude that: 

 The Web is a valid corpus from where to extract information and it is actually the biggest reposi-

tory of information in the world and its high redundancy can represent a measure of its relevance 

 Named entities describe in a less unambiguous way than general entities a real entity. For that 

reason, they can be considered as features about the aforesaid real entity when they have been 

linked with concepts from an ontology (i.e., they have been semantically annotated). 

 Lexico-syntactic patterns have been widely used in Information Retrieval and they are useful in 

order to discover taxonomic relations between named entities and ontological concepts (i.e., to 

discover potential subsumer concepts).  

 The evaluations performed for several real entities with different ontologies have shown promis-

ing results to extract relevant features of the real entities. 
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Annex I – TourismOWL 

Following it is shown the taxonomy of TourismOWL.owl ontology. 

Each sub-tree depicts the main classes of the ontology and its hierar-

chy. 



 

 

 

 

 

 



 

 

 



 

 

 



 

 

 

 



 

 

Annex II – Space.owl 

Following it is shown the taxonomy of Space.owl ontology. Each sub-

tree depicts the main classes of the ontology and its hierarchy. 

 

 



 

 

 



 

 

 



 

 

 


