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Abstract

The spontaneous emergence of ordered structures, known as Turing patterns, in
complex networks is a phenomenon that holds potential applications across diverse sci-
entific fields, including biology, chemistry, and physics. Here, we present a novel delayed
fractional-order susceptible-infected-recovered-susceptible (SIRS) reaction-diffusion model
functioning on a network, which is typically used to simulate disease transmission but can
also model rumor propagation in social contexts. Our theoretical analysis establishes the
Turing instability resulting from delay, and we support our conclusions through numer-
ical experiments. We identify the unique impacts of delay, average network degree, and
diffusion rate on pattern formation. The primary outcomes of our study are: (i) Delays
cause system instability, mainly evidenced by periodic temporal fluctuations; (ii) The av-
erage network degree produces periodic oscillatory states in uneven spatial distributions;
(iii) The combined influence of diffusion rate and delay results in irregular oscillations
in both time and space. However, we also find that fractional-order can suppress the
formation of spatiotemporal patterns. These findings are crucial for comprehending the
impact of network structure on the dynamics of fractional-order systems.

Keywords: Time-fractional order, Delay, Spatiotemporal pattern, Average degree
2010 MSC: 92D30, 92C42

1. Introduction

The study of reaction-diffusion system patterns has been a central focus in research
for a long time. The inception of these studies dates back to 1952 when Turing demon-
strated that the activator-to-inhibitor diffusion coefficient ratio could cause the destabi-
lization of a steady state, leading to the emergence of periodic spatial patterns [1]. This5

phenomenon is now known as the Turing pattern. Turing patterns have been observed
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in various scenarios, such as autocatalytic chemical reactions with inhibition [2, 3, 4, 5],
epidemic spreading [6, 7, 8, 9, 10, 11], and even ecology [12, 13, 14]. Othmer and Scriven,
as early as 1971, highlighted that Turing instability might occur in networked systems
and play a significant role in the initial stages of biological morphogenesis, as it spreads10

through the network connections between cells [15]. They proposed a general mathe-
matical framework to analyze network instability and further investigated it [16, 17, 18],
leading to a series of related works [19, 20, 21]. For instance, in 2010, Nakao and
Mikhailov studied Turing patterns in large random networks and observed multiple
steady-state coexistences and hysteresis effects [22]. Especially during the spread of15

epidemics, the diffusion of pathogens (similar substances) from high-density spatial re-
gions to low-density spatial regions has led to the development of recognizable spatial
explicit models. The research results of pattern dynamics can reveal the distribution
structure of populations after spatial diffusion. This enables people to effectively utilize
and control population resources. Additionally, these findings provide the scientific basis20

for preventing and controlling infectious diseases [23, 24].
Delays are a widespread phenomenon in natural environments. They can be observed

in the gestation period of animals, or in disease transmission models, where delays arise
from latent periods or healing cycles, leading to periodic disease outbreaks [25, 26, 27].
Subsequently, several studies proposed the use of fractional derivative equations to estab-25

lish mathematical models for predicting COVID-19 [28, 29, 30]. For example, in 2020,
Zhang et al. demonstrated that impacts of death and human activities on nonlocal
memory could be captured through a time-fractional derivative equation, contributing
to our understanding of COVID-19’s death and remission rates [31]. In the same year,
Xu and colleagues proposed an improved fractional order SEIQRP model. When tested30

with epidemic data from the United States, this model successfully predicted short-
term epidemic trends. Their results showed that the model effectively characterized the
process of disease transmission, providing a theoretical basis for understanding the epi-
demic [32]. Given the universality of delays, in 2019, Chang and his colleagues examined
delay-induced Turing patterns using the modified Leslie-Gower model. They analyzed35

pattern formation in various networks [33]. The following year, they studied Turing pat-
terns on multiplex networks with both self-diffusion and cross-diffusion. Their research
resulted in the discovery of heterogeneous patterns exhibiting rich characteristics [34].

Since the life cycle incorporates memory, fractional calculus equations have been
employed to study system dynamics, as integral-order equations cannot account for this40

inherent memory [35, 36, 37]. Therefore, in 2022, Zheng et al. explored Turing patterns of
a fractional-order system on a random network based on the SIR model, discovering that
delay and diffusion coefficients influence pattern generation [38]. However, they used a
small random network built with a certain probability, which could not effectively reveal
the impact of the network’s average degree on pattern formation.45

Motivated by Nakao and Mikhailov’s work [22], we aim to conduct research based on
Erdős–Rényi (ER) random networks to reflect the average network degree’s influence on
pattern formation, which has been well-established in integer-order systems. To the best
of our knowledge, there are limited frameworks that study the effects of delay, diffusion
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coefficient, time-fractional order, and network average degree on Turing patterns in a50

delay time-fractional order system. Consequently, this paper plans to introduce factors
like delay, diffusion coefficient, and network average degree based on a simple SIRS
model, and further investigate whether the time-fractional order affects the uniform
stationary state of space, considering diffusion terms in the three-component system as
in [39].55

The delay-induced time-fractional SIRS equations are formulated as follows:

DqSi(t) = Λ− βSi(t− τ)Ii(t− τ)− µSi(t) + νRi(t) + d1

N∑
j=1

Aij (Sj − Si) ,

DqIi(t) = βSi(t− τ)Ii(t− τ)− (γ + µ+ α)Ii(t) + d2

N∑
j=1

Aij (Ij − Ii) ,

DqRi(t) = γIi(t)− (µ+ ν)Ri(t),

Si(0) = ui(t), Ii(0) = vi(t), Ri(0) = wi(t),

(1)

where Dq is the Caputo derivative and q ∈ (0, 1] is the order of the differential operator.
Si, Ii and Ri represent the density of S (susceptible), I (infected) and R (recovered) in
node i. Disease transmission (reaction term) occurs inside the node. Concurrently, the
diffusive flux of the susceptible S or infected I to node i is the diffusion term, which is60

expressed as
∑N

j=1Aij (Sj − Si) or
∑N

j=1Aij (Ij − Ii), where i, j ∈ {1, 2, . . . , N}. Here,
Aij is one if nodes i and j are connected, zero otherwise, i.e., A is the adjacency matrix
of the diffusion network. We suppose this network is undirected, thus A is symmetric.
Note that, for simplicity, we have considered that there is no diffusion for recovered
individuals. Other parameters carry the following biological significance: Λ indicates the65

birth rate of S, β is the transmission rate between susceptible and infected populations, µ
represents the natural mortality rate of populations S, I, and R, ν is the ratio at which
the recovered population returns to the susceptible compartments without acquiring
immunity, γ denotes the recovery rate of infected individuals, α is the disease-related
death rate, τ corresponds to the disease’s latent period, and d1 and d2 represent the70

self-diffusion coefficients of susceptible and infected, respectively.
The remainder of this paper is organized as follows. In Sec. 2, we present the basic

definition and stability lemma for fractional differential equations. In Sec. 3, we the-
oretically prove the stability of the model without delay and subsequently analyze the
Turing instability condition induced by delay. In Sec. 4, we conduct relevant numerical75

experiments to validate the theoretical findings from previous sections and examine the
effects of network average degree, delay, diffusion coefficient, and fractional order on the
spatiotemporal pattern. Finally, we discuss the results of our analysis and provide an
outlook for future work in Sec. 5.

2. Preliminaries80

The Caputo fractional derivative is widely used in engineering applications due to its
convenience. Therefore, we provide the definition of the Caputo fractional derivative and
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some essential lemmas for analyzing the stability of fractional-order systems as follows:

Definition 1. [40] The Caputo fractional-order derivative is defined as

C
t0D

q
t f(t) =

1

Γ(n− q)

∫ t

t0

f (n)(τ)

(t− τ)q+1−ndτ,

where q ∈ (n− 1, n) and Γ(·) is Gamma function. In particular, we have

C
t0D

q
t f(t) =

1

Γ(1− q)

∫ t

t0

f ′(τ)

(t− τ)q
dτ.

when q ∈ (0, 1). For convenience, we denote C
t0D

q
t f(t) as Dqf(t).

Lemma 1. [41] Consider the fractional-order system

Dq
tx(t) = f(t, x(t))

with initial condition x (t0) = xt0, where q ∈ (0, 1]. The equilibrium points are locally85

asymptotically stable if all eigenvalues λi of the Jacobian matrix ∂f(t,x)
∂x calculated at

them satisfy |arg (λi)| > qπ
2 .

Lemma 2. [42] Consider the following n-dimensional linear fractional-order system with
time delay

Dq1w1(t) = $11w1 (t− τ11) +$12w2 (t− τ12) + · · ·+$1nwn (t− τ1n) ,
Dq2w2(t) = $21w1 (t− τ21) +$22w2 (t− τ22) + · · ·+$2nwn (t− τ2n) ,

...
Dqnwn(t) = $n1w1 (t− τn1) +$n2w2 (t− τn2) + · · ·+$nnwn (t− τnn) ,

(2)

where qi ∈ (0, 1), i = 1, 2, . . . , n. In system (2), define the time delay matrix τ =
(τij) ∈ (R+)

n×n
, the coefficient matrix $ = ($ij) ∈ Rn×n, and then state variables

wi(t),wi (t− τij) ∈ R. Define

∆(λ) =


λq1 −$11e

−λτ11 −$12e
−λτ12 · · · −$1ne

−λτ1n

−$21e
−λτ21 λq2 −$22e

−λτ22 · · · −$2ne
−λτ2n

...
...

. . .
...

−$n1e
−λτn1 −$n2e

−λτn2 · · · λqn −$nne
−λτnn

 .
Then the zero solution of system (2) is Lyapunov globally asymptotically stable if all the90

roots of the characteristic equation det(∆(λ)) = 0 have negative real parts.

3. Results

In this section, we primarily focus on the Turing instability of system (1). Utilizing
the Turing stability theory for delayed reaction-diffusion models in continuous media, it
is crucial to ensure that the endemic equilibrium of system (1) is locally stable in the95

absence of diffusion and delay. To achieve this, we first need to investigate the stability
of endemic equilibrium in the corresponding ordinary differential model.
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3.1. Stability analysis of the dynamic without diffusion and delay

The equilibrium of system (1) can be derived as follows
Λ− βS∗I∗ − µS∗ + νR∗ = 0,

βS∗I∗ − (γ + µ+ α)I∗ = 0,

γI∗ − (µ+ ν)R∗ = 0.

(3)

So we have the endemic equilibrium E∗ = (S∗, I∗, R∗), where S∗ = γ+µ+α
β , I∗ =100

(µ+ν)[βΛ−µ(γ+µ+α)]
β(γ+µ+α)µ+β(µ+α)ν , R∗ = βγΛ−µγ(γ+µ+α)

β(γ+µ+α)µ+β(µ+α)ν . In addition, system (1) has the disease-

free equilibrium E0 =
(

Λ
µ , 0, 0

)
. We mainly study the situation that diseases appear in

the initial state, so in this article we do not consider the disease-free equilibrium E0.

Theorem 1. When β < βc, the disease-free equilibrium E0 of system (1) is locally
asymptotically stable for all τ > 0.105

Proof. The characteristic matrix of system (1) at the disease-free equilibrium E0 is

∆(λ) =

 λq + µ βΛe−λτ

µ −ν
0 λq + (γ + µ+ α)− βΛe−λτ

µ 0

0 −γ λq + (µ+ ν)

 .

The characteristic equation at E0 is

det(∆(λ)) = (λq + µ)

(
λq + γ + µ+ α− βΛe−λτ

µ

)
(λq + µ+ ν) = 0. (4)

When τ = 0, let s = λq, Eq. (4) can be rewritten as

(s+ µ)

(
s+ γ + µ+ α− βΛ

µ

)
(s+ µ+ ν) = 0.

Hence, the eigenvalues are s1 = −µ, s2 = Λ
µ (β − βc) and s3 = −µ − ν, where βc =

µ(γ+µ+α)
Λ . Obviously, |arg (s1,2,3)| > qπ

2 if β < βc. It follows from Lemma 1 that the
disease-free equilibrium E0 is locally asymptotically stable if β < βc. When τ 6= 0, the
eigenvalues in the first and last terms of Eq. (4) are obviously negative. Therefore, we110

only need to analyze the second term of Eq. (4),

λq + γ + µ+ α− βΛe−λτ

µ
= 0. (5)

Substituting λ = iω, (w > 0), into Eq. (5) we have

(iω)q + γ + µ+ α− βΛe−iωτ

µ
= 0,
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which is equivalent to

ωq
(

cos
(qπ

2

)
+ i sin

(qπ
2

))
+ γ + µ+ α− βΛ

µ
(cos(ωτ)− i sin(ωτ)) = 0. (6)

Separating the real and imaginary parts of Eq. (6), one obtains
ωq cos

(qπ
2

)
+ γ + µ+ α =

βΛ

µ
cos(ωτ),

ωq sin
(qπ

2

)
= −βΛ

µ
sin(ωτ).

(7)

By adding the squares of the left and right sides of the two equations in Eq. (7), we get

ω2q + 2(γ + µ+ α) cos
(qπ

2

)
ωq +

(
γ + µ+ α+

βΛ

µ

)(
γ + µ+ α− βΛ

µ

)
= 0. (8)

If β < βc, Eq. (8) has no positive roots. Thus, Eq. (8) has no pure imaginary roots.115

Hence, one obtains
∣∣∣arg

(
ωq1,2,3

)∣∣∣ > qπ
2 . According to Lemma 1, E0 is locally asymptot-

ically stable.

As the diffusion term analysis in the subsequent section involves the stability of the
endemic equilibrium E∗ when τ 6= 0, here we will limit our discussion to the stability of
the endemic equilibrium E∗ when τ = 0. The characteristic matrix of system (1) at the
endemic equilibrium E∗ if τ = 0 is

∆(λ) =

 λq + µ+ βI∗ βS∗ −ν
−βI∗ λq + (γ + µ+ α)− βS∗ 0

0 −γ λq + (µ+ ν)

 .

The characteristic equation at E∗ is

det(∆(λ)) = (λq + µ+ βI∗) (λq + γ + µ+ α− βS∗) (λq + µ+ ν)

+ βI∗ [βS∗(λ
q + µ+ ν)− γν] .

(9)

Setting s = λq, Eq. (9) can be rewritten as

s3 +As2 +Bs+ C = 0,

where A = 2µ+ν+βI∗, B = µ(µ+ν)+(2µ+α+ν+γ)βI∗, C = [(µ+α)(µ+ν)+γµ]βI∗.
According to Routh-Hurwitz criterion, when A > 0, B > 0, C > 0, AB > C, E∗ is locally120

asymptotically stable. Obviously, A > 0, B > 0, C > 0, AB > C, if I∗ > 0. That is to
say, E∗ is locally asymptotically stable if β > βc.
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3.2. Turing instability induced by delay

In Sec. 3.1, we have given the conditions for the stability of endemic disease equilib-
rium, and on this basis, this section plans to study the impact of delay on the stability125

of system (1). Therefore, the linearization form of the fractional-order system (1) with
a delay at the endemic disease equilibrium E∗ is rewritten as follows

DqSi(t) = −µSi(t) + νRi(t)− βI∗Si(t− τ)− βS∗Ii(t− τ) + d1

n∑
j=1

LijSj ,

DqIi(t) = −(γ + µ+ α)Ii(t) + βI∗Si(t− τ) + βS∗Ii(t− τ) + d2

n∑
j=1

LijIj ,

DqRi(t) = γIi(t)− (µ+ ν)Ri(t),

(10)

where Lij are the components of the graph Laplacian L corresponding to the diffusion
graph with components Aij , i.e., L = K − A, where K is the diagonal matrix with the
degrees of the nodes. By applying the Laplace transform to both sides of system (10),130

we obtain the following:

λqXi − λq−1ui(0) =− µXi + νZi − βI∗e−λτ
(
Xi +

∫ 0

−τ
e−λtui(t)dt

)
− βS∗e−λτ

(
Yi +

∫ 0

−τ
e−λtvi(t)dt

)
+ d1

n∑
j=1

LijXj ,

λqYi − λq−1vi(0) =− (γ + µ+ α)Yi + βI∗e
−λτ

(
Xi +

∫ 0

−τ
e−λtui(t)dt

)
+ βS∗e

−λτ
(
Yi +

∫ 0

−τ
e−λtvi(t)dt

)
+ d2

n∑
j=1

LijYj ,

λqZi − λq−1wi(0) =γYi − (µ+ ν)Zi,

(11)

where Xi, Yi, Zi is the Laplace transform of Si, Ii, Ri, respectively. System (11) can be
reformulated in the following matrix form:

(A−DL1)X = b, (12)

where

A =

 λq + µ+ βI∗e
−λτ βS∗e

−λτ −ν
−βI∗e−λτ λq + (γ + µ+ α)− βS∗e−λτ 0

0 −γ λq + (µ+ ν)

⊗ E,

D =

 d1 0 0
0 d2 0
0 0 0

⊗ E,
7



X = (X1, X2, . . . , Xn, Y1, Y2, . . . , Yn, Z1, Z2, . . . , Zn)T ,

b = (b11, b12, . . . b1n, b21, b22, . . . b2n, b31, b32, . . . b3n)T , b1i
b2i
b3i

 =

 λq−1ui(0)− βI∗e−λτ
∫ 0
−τ e

−λtui(t)dt− βS∗e−λτ
∫ 0
−τ e

−λtvi(t)dt

λq−1vi(0) + βI∗e
−λτ ∫ 0

−τ e
−λtui(t)dt+ βI∗e

−λτ ∫ 0
−τ e

−λtvi(t)dt

λq−1wi(0)

 ,

L1 =

 L 0 0
0 L 0
0 0 L

 ,

matrix E is an n × n identity matrix and ⊗ is kronecker product. A −DL1 represents
the characteristic matrix of system (10).135

Since the Laplacian matrix is a real symmetric matrix, it can be diagonalized. An
orthonormal basis φi makes the following equation hold:

L1φ = Λφ ,

where Λi is the eigenvalue of L, φ = (φ1, . . . , φn, φ1, . . . , φn, φ1, . . . , φn)T is an invertible
matrix, φi is the eigenvector of Λi, and

Λ =

 Λ(1) 0 0

0 Λ(1) 0

0 0 Λ(1)

 ,

Λ(1) =


Λ1 0 . . . 0
0 Λ2 . . . 0
0 . . . . . . 0
0 . . . 0 Λn

 .

Supposing X = φY , system (12) can be rewritten as

AφY −DL1φY = b⇒ AφY −DΛφY = b⇒ (A−DΛ)X = b.

Thus, system (12) can be reduced to λq + µ+ βI∗e
−λτ − d1Λi βS∗e

−λτ −ν
−βI∗e−λτ λq + (γ + µ+ α)− βS∗e−λτ − d2Λi 0

0 −γ λq + (µ+ ν)

 Xi

Yi
Zi

 =

 b1i
b2i
b3i

 .

It is widely recognized that initial values do not affect the stability of linear fractional
differential systems. Assuming all initial values are zero, the stability of system (1) can
be determined by: λq + µ+ βI∗e

−λτ − d1Λi βS∗e
−λτ −ν

−βI∗e−λτ λq + (γ + µ+ α)− βS∗e−λτ − d2Λi 0
0 −γ λq + (µ+ ν)

 Xi

Yi
Zi

 =

 0
0
0

 .
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Therefore, the stability of system (1) depends on the following characteristic equation∣∣∣∣∣∣
λq + µ+ βI∗e

−λτ − d1Λi βS∗e
−λτ −ν

−βI∗e−λτ λq + (γ + µ+ α)− βS∗e−λτ − d2Λi 0
0 −γ λq + (µ+ ν)

∣∣∣∣∣∣ = 0,

namely,
P1(λ) + P2(λ)e−λτ = 0, (13)

where

P1(λ) =λ3q + (γ + 3µ+ α+ ν)λ2q + [(γ + µ+ α)µ+ (µ+ ν)(γ + 2µ+ α)]λq

− (d1 + d2) Λiλ
2q − [d1(γ + µ+ α) + µd2 + (µ+ ν) (d1 + d2)] Λiλ

q

+ d1d2Λ2
iλ

q + (µ+ ν)(γ + µ+ α)µ

− (µ+ ν) [d1(γ + µ+ α) + µd2] Λi + d1d2(µ+ ν)Λ2
i ,

P2(λ) =β (I∗ − S∗)λ2q + [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν)− µβS∗]λq

+ (d1βS∗ − d2βI∗) Λiλ
q + (µ+ ν) (d1βS∗ − d2βI∗) Λi

+ [(γ + µ+ α)βI∗ − µβS∗] (µ+ ν)− βI∗γν.

We substitute λ = iω = ω
(
cos
(
π
2

)
+ i sin

(
π
2

))
= ωei

π
2 into system (13), and have

(A1 + iB1) + (A2 + iB2) (cos(ωτ)− i sin(ωτ)) = 0, (14)

where

A1 =ω3q cos(3/2qπ) + (γ + 3µ+ α+ ν)ω2q cos(qπ)

+ [(γ + µ+ α)µ+ (µ+ ν)(γ + 2µ+ α)]ωq cos(1/2qπ)

− (d1 + d2) Λiω
2q cos(qπ) + d1d2Λ2

iω
q cos(1/2qπ)

− [d1(γ + µ+ α) + µd2 + (µ+ ν) (d1 + d2)] Λiω
q cos(1/2qπ)

+ (µ+ ν)(γ + µ+ α)µ− (µ+ ν) [d1(γ + µ+ α) + µd2] Λi + d1d2(µ+ ν)Λ2
i ,

B1 =ω3q sin(3/2qπ) + (γ + 3µ+ α+ ν)ω2q sin(qπ)

+ [(γ + µ+ α)µ+ (µ+ ν)(γ + 2µ+ α)]ωq sin(1/2qπ)

− (d1 + d2) Λiω
2q sin(qπ) + d1d2Λ2

iω
q sin(1/2qπ)

− [d1(γ + µ+ α) + µd2 + (µ+ ν) (d1 + d2)] Λiω
q sin(1/2qπ),

A2 =β (I∗ − S∗)ω2q cos(qπ) + (d1βS∗ − d2βI∗) Λiω
q cos(1/2qπ)

+ [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν)− µβS∗]ωq cos(1/2qπ)

+ (µ+ ν) (d1βS∗ − d2βI∗) Λi + [(γ + µ+ α)βI∗ − µβS∗] (µ+ ν)− βI∗γν,
B2 =β (I∗ − S∗)ω2q sin(qπ) + (d1βS∗ − d2βI∗) Λiω

q sin(1/2qπ)

+ [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν)− µβS∗]ωq sin(1/2qπ).

Separating the real and imaginary parts of Eq. (14), one obtains{
A2 cos(ωτ) +B2 sin(ωτ) = −A1,

−A2 sin(ωτ) +B2 cos(ωτ) = −B1,

9



then, {
(A2

2 +B2
2) cos(ωτ) = −B1B2 −A1A2,

(A2
2 +B2

2) sin(ωτ) = B1A2 −A1B2.
(15)

By adding the squares of the left and right sides of the two equations in Eq. (15), we get
140

(A2
2 +B2

2)2 = (B1B2 +A1A2)2 + (B1A2 −A1B2)2, (16)

where ω can be solved from system (15). The critical value of τc is

τc = min
i,k

{
1

ωk
arccos

(
−B1B2 −A1A2

A2
2 +B2

2

)
+

2π

ωk

}
,

where index i refers to the ith node, and ωk represent all the positive roots of system
(15). Also, we have the transversality condition

dλ

dτ
=

λP2(λ)e−λτ

P ′1(λ) + P ′2(λ)e−λτ − τP2(λ)e−λτ
=
M

N
,

and

Re

[
dλ

dτ

]
=
M1N1 +M2N2

N2
1 +N2

2

,

where

M1 =− β (I∗ − S∗)ω2q+1 sin(πq) cos(ωτ) + β (I∗ − S∗)ω2q+1 cos(πq) sin(ωτ)

− [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν)− µβS∗ + (d1βS∗ − d2βI∗) Λi]ω
q+1 sin(1/2πq) cos(ωτ)

+ [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν)− µβS∗ + (d1βS∗ − d2βI∗) Λi]ω
q+1 cos(1/2πq) sin(ωτ)

+ {(µ+ ν) (d1βS∗ − d2βI∗) Λi + [(γ + µ+ α)βI∗ − µβS∗] (µ+ ν)− βI∗γν}ω sin(ωτ),

M2 =β (I∗ − S∗)ω2q+1 cos(πq) cos(ωτ) + β (I∗ − S∗)ω2q+1 sin(πq) sin(ωτ)

+ [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν)− µβS∗ + (d1βS∗ − d2βI∗) Λi]ω
q+1 cos(1/2πq) cos(ωτ)

+ {(µ+ ν) (d1βS∗ − d2βI∗) Λi + [(γ + µ+ α)βI∗ − µβS∗] (µ+ ν)− βI∗γν}ω cos(ωτ)

+ [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν) + µβS∗ + (d1βS∗ − d2βI∗) Λi]ω
q+1 sin(1/2πq) sin(ωτ),

N1 =3αω3q−1 sin(3/2πq) + 2α[(γ + 3µ+ α+ ν)− (d1 + d2) Λi]ω
2q−1 sin(πα)

+ α{[(γ + µ+ α)µ+ (µ+ ν)(γ + 2µ+ α)]− [d1(γ + µ+ α) + µd2 + (µ+ ν) (d1 + d2)] Λi + d1d2Λ2
i }

× ωq−1 sin(1/2πq) + 2αβ (I∗ − S∗)ω2q−1(sin(πq) cos(ωτ)− cos(πq) sin(ωτ))

+ α [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν)− µβS∗ + (d1βS∗ − d2βI∗) Λi]

× ωq−1(sin(1/2πq) cos(ωτ)− cos(1/2πq) sin(ωτ))

− τβ (I∗ − S∗)ω2q(cos(πq) cos(ωτ) + sin(πq) sin(ωτ))

− τ [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν)− µβS∗ + (d1βS∗ − d2βI∗) Λi]

× ωq(cos(1/2πq) cos(ωτ) + sin(1/2πq) sin(ωτ))

+ {τβI∗γν − τ(µ+ ν) (d1βS∗ − d2βI∗) Λi − τ [(γ + µ+ α)βI∗ − µβS∗] (µ+ ν)} cos(ωτ),
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N2 =− 3αω3q−1 cos(3/2πq)− 2α[(γ + 3µ+ α+ ν)− (d1 + d2) Λi]ω
2q−1 cos(πq)

− α{[(γ + µ+ α)µ+ (µ+ ν)(γ + 2µ+ α)]− [d1(γ + µ+ α) + µd2 + (µ+ ν) (d1 + d2)] Λi + d1d2Λ2
i }

× ωq−1 cos(1/2πq)− 2αβ (I∗ − S∗)ω2q−1(cos(πq) cos(ωτ) + sin(πq) sin(ωτ))

− α [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν)− µβS∗ + (d1βS∗ − d2βI∗) Λi]

× ωq−1(cos(1/2πq) cos(ωτ) + sin(1/2πq) sin(ωτ))

− τβ (I∗ − S∗)ω2q(sin(πq) cos(ωτ)− cos(πq) sin(ωτ))

− τ [(γ + µ+ α)βI∗ + β (I∗ − S∗) (µ+ ν)− µβS∗ + (d1βS∗ − d2βI∗) Λi]

× ωq(sin(1/2πq) cos(ωτ)− cos(1/2πq) sin(ωτ))

− {τβI∗γν − τ(µ+ ν) (d1βS∗ − d2βI∗) Λi − τ [(γ + µ+ α)βI∗ − µβS∗] (µ+ ν)} sin(ωτ).

Furthermore,
M (ωi)|τ=τc

= M1 + iM2,

N (ωi)|τ=τc
= N1 + iN2,

where M1,M2, N1, N2 are the real and imaginary parts of M(λ), N(λ). We suppose τ is
the control parameter and through simple calculations, it can be concluded that

Re

[
dλ

dτ

]
τ=τc,ω=ωc

=
M1N1 +M2N2

N2
1 +N2

2

6= 0,

where ωc is the corresponding frequency of τc. Thus, based on the above analysis and
Hopf bifurcation theory, one has the following results.

Theorem 2. Turing instability induced by delay.

• If Re
[
dλ
dτ

]
τ=τc,ω=ωc

> 0, Turing instability occurs in system (1) when τ > τc.

• If Re
[
dλ
dτ

]
τ=τc,ω=ωc

< 0, Turing instability occurs in system (1) when τ < τc.145

4. Numerical analysis

In this section, we aim to design several numerical experiments to validate the the-
oretical analysis. First, we calculate the stability conditions of the endemic equilibrium
E∗ without the diffusion term (i.e., β > µ(γ+µ+α)

Λ ), meaning that we need to ensure
the stability of system (1) without delay, and then investigate the effect of delay on the150

system. Consequently, we set the parameter values as Λ = 5, µ = 0.035, ν = 0.05,
γ = 0.2, α = 0.01, β = 0.006, d1 = 0, d2 = 0, and q = 1. This ensures the stability of
the non-delay and non-diffusion model (1), as β > βc = 0.0017.

Furthermore, based on this, we find that by suitably increasing the delay value, the
model transitions from stability to instability, with the critical delay value being τc ≈155

23.06 (see Fig. 1). Moreover, when calculating and examining the induced instability
conditions, we discover that the fractional order and diffusion terms considered by the
model also play a crucial role. Thus, we also provide the corresponding fractional-order
threshold of q = 0.95 with non-diffusion and τc ≈ 33.32 (see Fig. 1). We observe that a
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larger delay is required to render the model (1) unstable as the fractional order decreases160

(see Fig. 1).
Next, we present three sets of experiments: (1) when q = 0.95, we choose τ1 = 30 and

τ2 = 40, satisfying τ1 < τc = 33.32 < τ2. The time series plot and bifurcation diagram
with τ as the bifurcation parameter are provided (see Fig. 2(a,b)). (2) When q = 1, we
select τ1 = 20 and τ2 = 30, satisfying τ1 < τc = 23.06 = τ2. The time series plot and165

bifurcation diagram with τ as the bifurcation parameter are provided (see Fig. 2(c,d)).
(3) When τ = 30, we choose q1 = 0.95 and q2 = 1, satisfying q1 < 0.965 < q2. The time
series plot and bifurcation diagram with q as the bifurcation parameter is provided (see
Fig. 2(e,f)). Similarly, we also demonstrate the corresponding relationship between the
eigenvalue of the Laplace matrix Λi and the delay threshold τc in the cases of q = 0.95170

and q = 1 for the fractional order when diffusion is considered (see Fig. 3).

Unstable region

Stable region

0.9 0.92 0.94 0.96 0.98 1
20

25

30

35

40

45

50

Figure 1: The critical value τc decreases as q increases when Λ = 5, µ = 0.035, ν = 0.05, γ = 0.2,
α = 0.01, β = 0.006, d1 = 0, and d2 = 0. In this case, the deep sky blue area represents the unstable
region, while the salmon area represents the stable region.

To examine the pattern generation of fractional-order systems on a network with N =
100 nodes and explore the effects of delay, network topology, and diffusion coefficients on
the pattern, we have designed three additional sets of experiments. We have considered:
different delays, τ = 20 in Fig. 4(a,b) and Fig. 5(a,b), and τ = 40 in Figs. 4(c,d,e,f) and175

Fig. 5(c,d,e,f); different average degrees, 〈k〉 = 5 in Fig. 4(a,b,d,e) and Fig. 5(a,b,d,e),
and 〈k〉 = 8 in Fig. 4(c,f) and Fig. 5(c,f); and different diffusion coefficients, d1 =
0.01, d2 = 0.02 in Fig. 4(a,c,d) and Fig. 5(a,c,d), and d1 = 0.01, d2 = 0.08 in Fig. 4(b,e,f)
and Fig. 5(b,e,f).

From the results obtained, we observe that spatial patterns emerge only when τ = 40,180

d1 = 0.01, d2 = 0.08, and 〈k〉 = 5, with instability in space, see Fig. 4(e) and Fig. 5(e).
However, this phenomenon is irregular and distinct from the traditional Turing insta-
bility in space uniform stability, dividing into two parts (high and low abundance). In
particular, as the delay increases, the system first undergoes a periodic oscillation state
in time, then interacts with non-uniform oscillation in space due to the diffusion coeffi-185
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Figure 2: Time series and bifurcation diagram of the system (1) without network when Λ = 5, µ = 0.035,
ν = 0.05, γ = 0.2, α = 0.01, β = 0.006. (a) E∗ is stable when τ = 30 and periodic when τ = 40, q = 0.95.
(b) The Hopf bifurcation occurs about τ when q = 0.95. (c) E∗ is stable when τ = 20 and periodic
τ = 30 when q = 1. (d) The Hopf bifurcation occurs about τ when q = 1. (e) E∗ is stable when q = 0.95
and periodic when q = 1, τ = 30. (f) The Hopf bifurcation occurs about q when τ = 30. The red curve
represents the periodic solution, and the blue curve represents the stable endemic disease equilibrium.
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(a) The critical value τc about Λi when q = 0.95.
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(b) The critical value τc about Λi when q = 1.

Figure 3: The critical value τc decreases as Λi increases when Λ = 5, µ = 0.035, ν = 0.05, γ = 0.2,
α = 0.01, β = 0.006, d1 = 0.01, and d2 = 0.08. In this case, the deep sky blue area represents the
unstable region, while the salmon area represents the stable region.

cient’s influence at a specific time, resulting in irregular spatial non-uniform oscillation.
It is worth noting that, when we exclude the interference caused by delay-induced

time-periodic oscillation and study only whether diffusion will result in pattern emer-
gence, we do not observe pattern generation, see Fig. 4(a,b) and Fig. 5(a,b). We believe
this is solely related to the SIRS model we study. Moreover, by observing Fig. 4(e,f)190

and Fig. 5(e,f), we also find that spatial non-uniform oscillation gradually disappears
with the increase of the network’s average degree. The time-period oscillation does not
change with the network topology’s variation, see Fig. 4(c,d) and Fig. 5(c,d).

We have conducted a comparative experiment to investigate the impact of frac-
tional order on pattern generation, by designing two groups of experiments with q = 1,195

see Fig. 6(a,b,c), and q = 0.95, see Fig. 6(d,e,f), while keeping other parameters the
same. The results show that, when q = 1, the model generates spatiotemporal patterns,
Fig. 6(b), but when q = 0.95, the spatiotemporal patterns disappeared, Fig. 6(e). The
density of infected individuals, Ii, on the ER random network over time and the curves
of the maximum, minimum, and average values of the infected individual density across200

all nodes on the network over time are also shown in Fig. 6(a,c,d,f) to support our obser-
vation. Note that the forward Euler method was used as the primary numerical method,
with ∆t = 1, T = 20000, h = 0.1, and the 2D simulation regions (x, y) ∈ Ω = [0, 4]×[0, 4]
under Neumann boundary conditions. The Laplacian matrix was rewritten as a Laplace
operator ∆ in continuous media. Finally, Fig. 7(a,b,c) show interesting patterns that205

appear due to the influence of the initial values, confirming that system (1) also has
spatiotemporal patterns in continuous media.

Finally, to better reflect the visualization of the main conclusions, we take several
factors mainly considered in this paper, such as the network average degree, delay, and
fractional order, as independent variables. With the help of numerical simulation, the210

evolution process of spatiotemporal patterns can be observed, as shown in Fig. 8 and
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Figure 4: Density of infected individuals as a function of node index i for different values of delay τ ,
average degree 〈k〉, and diffusion coefficients d1 and d2. (a)–(f) show the evolution of infected density
with different nodes and times, represented by red, green, and blue dots. The black dotted line represents
the value of the endemic disease equilibrium. The parameter values are as follows: (a) τ = 20, d1 = 0.01,
d2 = 0.02, 〈k〉 = 5; (b) τ = 20, d1 = 0.01, d2 = 0.08, 〈k〉 = 5; (c) τ = 40, d1 = 0.01, d2 = 0.02, 〈k〉 = 8;
(d) τ = 40, d1 = 0.01, d2 = 0.02, 〈k〉 = 5; (e) τ = 40, d1 = 0.01, d2 = 0.08, 〈k〉 = 5; and (f) τ = 40,
d1 = 0.01, d2 = 0.08, 〈k〉 = 8.

Fig. 9. Among them, from Fig. 8(a) we can learn that, as the average degree increases,
the spatial distribution of the population gradually becomes uniform, which means that
the network average degree will inhibit the generation of spatial patterns. Similarly,
when we fix the value of other parameters and change the delay parameter, it can be215

intuitively deduced that spatial patterns will appear as the delay increases, see Fig. 8(b),
which is also in good agreement with the theoretical analysis results. Considering the
particularity of fractional-order systems, exciting phenomena occur when we change the
order of fractional order. As the order increases, uniform spatial distribution is broken,
resulting in spatiotemporal patterns. In other words, a decrease in the fractional order220

will inhibit the generation of spatiotemporal patterns. see Fig. 8(c). In addition, we
have also tested the evolution of spatiotemporal patterns with diffusion rate changes
under two delays, τ = 20 for Fig. 9(a), and τ = 40 for Fig. 9(b). These results show that
a single delay or diffusion rate effect does not lead to the generation of spatiotemporal
patterns.225
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(a) (b) (c)

(d) (e) (f)

Figure 5: Spatiotemporal patterns of system (1): (a) uniform spatial distribution when τ = 20, d1 = 0.01,
d2 = 0.02, 〈k〉 = 5; (b) uniform spatial distribution when τ = 20, d1 = 0.01, d2 = 0.08, 〈k〉 = 5; (c)
time periodic oscillation when τ = 40, d1 = 0.01, d2 = 0.02, 〈k〉 = 8; (d) time periodic oscillation when
τ = 40, d1 = 0.01, d2 = 0.02, 〈k〉 = 5; (e) irregular spatiotemporal oscillation when τ = 40, d1 = 0.01,
d2 = 0.08, 〈k〉 = 5; (f) time periodic oscillation when τ = 40, d1 = 0.01, d2 = 0.08, 〈k〉 = 8.

5. Conclusions

Our results provide a new perspective for the research of delay-induced time-fractional
order systems on networks. Among them, network topology, diffusion coefficient, and
delay have essential effects on the excitation of the Turing pattern and the final differen-
tiation of steady-state nodes. In the case of non-diffusion, the time-periodic oscillation230

phenomenon of the system is closely related to fractional order and delay. The reduction
of fractional order promotes the stability of the system, while delay causes the instability
of the system and leads to periodic oscillations. When we consider the diffusion term,
with appropriate parameter values, the time-periodic oscillation phenomenon still exists
and is not affected by the network topology. In particular, when the delay, diffusion235

coefficient, and average degree of the network are at appropriate values, an interesting
phenomenon occurs, namely, irregular spatial non-uniform oscillation. Our explana-
tion for this phenomenon is that the system first experiences a time-periodic oscillation
state with the increase of delay, and then interacts with the non-uniform oscillation in
space due to the effect of the diffusion coefficient at a particular time, resulting in the240

generation of irregular spatial non-uniform oscillation, i.e., spatiotemporal patterns.
It should be noted that the reason why fractional order inhibits the generation of

spatiotemporal patterns is explained by the fact that fractional order affects temporal
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Figure 6: Spatiotemporal patterns of system (1) with different fractional orders. (a), (b), and (c) show
spatiotemporal patterns generated when τ = 30, d1 = 0.01, d2 = 0.05, 〈k〉 = 5 and q = 1. (d), (e), and
(f) show no spatiotemporal patterns generated when τ = 30, d1 = 0.01, d2 = 0.05, 〈k〉 = 5 and q = 0.95.
Red dots represent the relationship between the density of infected individuals and node index i, while
the black dotted line represents the endemic disease equilibrium.

periodic oscillations, leading to the disappearance of the original temporal and spatial
interaction, which does not alter the original uniform spatial distribution. Considering245

that the only network type studied in this paper is the Erdős-Rényi, we still know little
about what effect the higher-order structure of the network has on the Turing pattern
of the fractional-order system. Although some recent works have studied the pattern
formation of networks with higher-order structures, most of them are based on integer-
order systems [43, 21]. Therefore, in future research, we will study the pattern formation250

of the framework based on the fractional-order system and the higher-order structure of
the network.
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(a) (b) (c)

Figure 7: Initial value induced spatiotemporal patterns. When t = 20000, for (a), (S0, I0, R0) =
(S∗ + 0.01× rand(0, 1), I∗ + 0.01× rand(0, 1), R∗ + 0.01× rand(0, 1)). For (b), (S0, I0, R0) =
(S∗, I∗, R∗) + 0.01 × (1, 1, 1) if (x − 2)2 + (y − 2)2 < 2, otherwise (S0, I0, R0) = (S∗, I∗, R∗). For
(c), (S0, I0, R0) = (S∗, I∗, R∗) + 0.01 × (1, 1, 1) if (x − 1)2 + (y − 1)2 < 1, (x − 1)2 + (y − 3)2 < 1,
(x− 3)2 + (y− 1)2 < 1, or (x− 3)2 + (y− 3)2 < 1, otherwise (S0, I0, R0) = (S∗, I∗, R∗). Other parameter
values are q = 0.98, τ = 40, Λ = 5, µ = 0.035, ν = 0.05, γ = 0.2, α = 0.01, β = 0.006, d1 = 0.01 and
d2 = 0.08.

(a) (b) (c)

Figure 8: The evolution of spatiotemporal patterns with the average degree 〈k〉 for (a), delay τ for (b),
and fractional order q for (c), respectively. The values of the parameter are Λ = 5, µ = 0.035, ν = 0.05,
γ = 0.2, α = 0.01, β = 0.006, d1 = 0.01, 〈k〉 = 5, and d2 = 0.08.
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Figure 9: The evolution of spatiotemporal patterns under the combined effects of diffusion rate and
delay, where τ = 20 for (a), τ = 40 for (b). The values of the parameter are Λ = 5, µ = 0.035, ν = 0.05,
γ = 0.2, α = 0.01, β = 0.006, 〈k〉 = 5, and d1 = 0.01.
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